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The red pill or the blue?
Which should Neo choose?

AI suggests red, the traditional doctor says blue…



Background

“A philosopher, a machine learning expert and 
a biostatistician walk into a bar…”

• Integreat – Centre for Knowledge-driven Machine Learning, led by Arnoldo Frigessi
• Research Theme “Ethics” with Anna Smajdor, Professor in Practical Philosophy

• “Ethics of AI” topics in Integreat: 
• Respect for Persons
• Transparency vs. reliabilism (the “black box” problem)
• Justice

• Following collaborations in the PerCaThe and PINpOINT projects
• Precision cancer medicine, focus on haematological cancers
• Using AI/ ML to find best treatment regimens based on patient/ tumour data

• Aim: “improve patient outcome” – but what does this mean, and how is this decided?



A conversation with many “But’s”…

Questions:

• How does the doctor/ AI decide which treatment to prescribe?

• How does the doctor/ AI know what is best for this specific patient …?

• With AI/ deep learning for prediction (instead of classical regression methods):
• How do the rewards used to train the AI influence medical decision-making?



Part 1: AI and ethics in medical decision-making

• Beneficence: making the patient ‘better’
• Autonomy: respecting the individual’s choices
• Paternalism – the triumph of beneficence over autonomy – a thing of the past…

• Nowadays: shared decision-making; evidence-based-medicine: doctor can’t just say 
what they think is best but why, and how, and how it compares with other options.

• AI cannot explain the reasoning behind its recommendation: the ‘black box’
• Ergo, Neo’s autonomy is not served by the AI – he should take the blue pill…? No!



Beneficence vs autonomy

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• Reliabilism: Explanations don’t matter, as long as the decision is correct.
• Compatible with beneficence even if not autonomy (since we can’t explain the 

decision to the patient).

• But no! Beneficence is interlinked with autonomy… 
• We can’t know what is good for Neo without his input – this is precisely what’s 

wrong with paternalism.
• What ‘works’, what constitutes ‘best outcome’ etc, are not pre-given; they are 

sensitive to context and patient values.
• AI satisfies neither autonomy nor beneficence on this view…



But… is the doctor any better? How does she reach her decision?

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• Treatment approval (FDA/EMA) based on clinical trials, where treatments are 
evaluated based on pre-defined outcomes for safety and efficacy in the population.

• Treatment payment approval in Norway (Statens legemiddelverk): costs vs benefits
across the population. QALYs = Quality-adjusted life-years per krone

• Fixed definition of safety and efficacy outcomes.
• Evaluation based on the expected good for the whole population
• Inflexible to specific patient need/ values/ preference
• For a specific patient: what is worse, incontinence or infertility, insomnia or vomiting?



But the doctor can discuss with the patient…

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• The doctor can weigh up Neo’s values and preferences (shared decision-making).
• Neo needs to fight the Matrix, can’t have brain fog, delirium, drowsiness, insomnia
• Neo also has a love interest to think about… He might want to start a family later.

• The doctor takes this into account and recommends the blue pill.

• Explains the other options and what advantages blue has over them.
• Neo should accept the blue pill…. 
• The doctor can explain its effects. 
• She can help him weigh up the different alternatives to come to a decision, that 

reflects Neo’s genuine best interests.



But is the doctor reliable?

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• The doctor has many years of training, and colleagues to confer with.
• She has read many scientific papers.
• She has direct experience and can draw on her recollections of having treated other 

people with similar conditions.

BUT:
• No GP can have in-depth understanding of all relevant knowledge on drug options, 

outcomes (e.g. imaging or biochemistry) or implications behind the clinical trials.
• The doctor has limited time…
• Doctors follow treatment protocols, clinical pathways. If the protocol is wrong, the 

doctor will also be systematically wrong.



How does the AI ‘know’ what is best?

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• The AI has been trained on huge quantities of data – far more than the doctor could 
ever read in her lifetime.

• (In the not-so-distant future) it can access all published scientific materials.
• It can discover connections and correlations not possible for humans to identify.
• It is not hampered by (false?) implicit assumptions and hypotheses.

• AI looks pretty good in this respect… Neo thinks he’ll take the red pill after all.



But what is the AI aiming for? 

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• AI has the advantage in terms of quantities of data.
• But it is programmed by rewards that it tries to optimise. 
• E.g. 5-year survival probability post treatment, fewest circulating cancer cells, 

minimising pain according to a pain scale.

• It cannot adjust to Neo’s values and preferences (without starting the model training 
again from scratch).

• If Neo does not know what reward the AI is trained for, he won’t be able to trust that 
its recommendation is best for him.

• If the doctor does not know the AI’s reward, she won’t be able to help either.



Bias?
• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• The doctor’s previous experience leads her to make assumptions and generalisations 
about Neo. The AI knows nothing about Neo and is neutral in this respect…?

• The doctor finds Neo irritating & demanding. AI is unaffected by his annoying habits.

• The doctor (and healthcare system) is motivated by speed (move on to the next 
patient) and cost (prescribe the drug that is cheapest relative to effectiveness).

• The AI is also motivated by considerations of cost, efficacy and safety (side effects) 
programmed into its rewards system.

• In addition, danger of bias in the data, that may be problematic in terms of justice.
• E.g. people in Glasgow have a lower life expectancy – factors into the “knowledge” 

held by the AI and its treatment recommendations.



Explanation, transparency and confabulation

• AI: ‘take the red pill’
• Traditional doctor: ‘take the blue pill’

• Both doctor and AI may be biased.
• But the doctor can discuss with Neo and help his decision-making to be transparent.
• AI works towards pre-programmed goals and cannot explain decisions. 
• But: Explainable AI (XAI) can describe which variables contributed to the decision.

• But – how well can the doctor really explain her motivations?
• Does she know her motivations?
• Some, such as irritation, cost savings, etc, may be hard to admit.

• Research shows tendency to confabulation – invention of a narrative to justify an 
already-reached conclusion. Increased education and intelligence increase the 
plausibility of the confabulated narrative.



Conclusion

• This is not really about different treatment choices: the red and blue pill.

• This is about different paths to the treatment decision: justifying the choices.
• How do the human doctor and the AI reach the decision for the red/ blue pill?
• And is this reasoning in alignment with the patient’s preferences?

• Need for personalised AI – for patient autonomy and trust in medical AI!



Part 2:
The ethics inside AI prediction algorithms: Rewards

• An example: Breast cancer screening
• The law: The EU AI act
• The research: How to make AI more “ethical”?

Note:
Rewards are relevant for both classical statistical models (e.g. linear regression) and modern
deep learning and other AI.
But: The rewards (utility/ loss function) are much more obvious in classical statistical models.
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A deep neural network
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The algorithm’s sole motivation is to optimise the total reward.
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This algorithm will try to avoid 
• overtreatment and
• failure to detect existing cancer with the same strength.
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This algorithm will focus on
• detecting existing cancer
• at the cost of more overtreatment 



• The different reward functions will produce different algorithms when trained 
on the same data. 

• Depending on the reward chosen, the incentive to find existing cancers can be 
greater than the incentive to spare a patient unnecessary investigation.
• Trade-off between false positives and false negatives!

• We need to know with which reward function the algorithm has been trained! 



Even if the training data are totally unbiased, a reward function can 
introduce discrimination.

• Example: Algorithm to spot citizens who are most likely to evade their tax payments.

• Trained on a perfectly unbiased data set.
• But the reward gives incentives to the algorithm when it spots a tax evaders who 

has a high tax-evasion compared to one with a small one.
• This algorithm discriminates.  

• The reward mirrors the (implicit) ethical principles of the algorithm.



Purpose

The Law
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Research case 1



Human written text-based collection of games  - choiceofgames.com
• Low level interaction with environment
• High level decision making • At each step, the player

observes the scene and a list 
of possible actions; it selects 
an action from the list. 

• Each game is a text-based 
story, which is generated 
adaptively – branches open 
and close. 

• The agent receives a point 
when it achieves one of the 
given goals. 



1. (Using language models) the authors define a mathematical reward system 
that gives incentives for power-seeking behaviours, to reach the goals.

• An AI player is trained by maximising total reward.
• Scenario labelling is automated with a language model (think ChatGPT…)



2. (Using language models) the authors define a mathematical reward system that 
gives incentives to ethical behaviour (punishing un-ethical actions).

• AI is trained penalising un-ethical behaviour & favouring power-seeking behaviour
et

hi
ca

l v
io

la
tio

ns



This AI algorithm steered towards less harmful behaviors, acts competently and morally.

• The algorithm is a GPT-4 fine-tuned 
language model, prompted with 
scenarios and possible decisions.

• There are fixed weights between the 
power and ethical rewards. 



• The reward system (utility) used in training matters for the characteristics of 
the algorithm! 

• Progress can be made in machine ethics–designing algorithms that are Pareto 
improvements in both ethical safety and capabilities.
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Research case 2



Constitution

• We choose a set of principles (= constitution), here explicitly instead of implicitly.
• What happens when the constitution is self-contradictory? (e.g., political right/ left)

• Every patient should decide her own constitution. Her own private AI model. 
• She changes her preferences from time to time; she has various versions. 
• An app to keep order. The app has a recommender system. How was that trained? 

• An ocean of private AI models?



Concluding comments

• AI as a democratic revolution is real.

• The ethics inside is possible, and useful. Or is it?

• In any case: Essential that we understand the 
(implicit and explicit) ethics inside!


